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A B S T R A C T

In the present study, a finite element formulation for the material-sink approach aimed at modeling quasi-
static crack propagation in hyperelastic solids is developed. Breakage of molecular bonds leads to material
separation and appearance of two new surfaces of a crack. However, the bond breakage is diffusive, and the
loss of local bonds leads to the localized material (molecular) loss. The latter notion triggers consideration
of mass density as a variable that numerically decreases in the area where damage localizes into a crack.
This physical notion requires mathematical consideration of mass balance as an additional and active law,
which regularizes the computational model. From the numerical point of view, the developed finite element
formulation has displacement and density degrees of freedom. Also, a monolithic approach was applied that
ensures stable incrimination of the nonlinear problem. Numerical examples of the fracture of aneurysm material
demonstrate the high robustness of the proposed approach.
1. Introduction

One hundred years ago Griffith proposed a theory of brittle frac-
ture [1] in which an energy criterion for instability of pre-existing
cracks was defined. This pioneering work initiated new field of research
called fracture mechanics [2]. Based on the Griffith theory, the linear
elastic fracture mechanics and its generalizations [3] were developed to
account for nonlinear phenomena associated with the crack instability.
Years after the Griffith work, computers revolutionized the field of
fracture mechanics allowing for analyzing the instability of pre-existing
cracks as well as modeling the whole process of fracture including the
crack nucleation, propagation, branching, and arrest. Roughly speak-
ing, computer methods can be categorized into two groups: surface or
discrete and bulk or diffusive.

Surface models are characterized by inserting cracks of zero thick-
ness in the form of displacement discontinuities and specifying their
traction–separation constitutive laws [4–16]. Such models have been
successfully implemented to simulate cracks along existing material
interfaces. If the weak interface is not known in advance then cohesive
surfaces are inserted at the edges of the finite elements. However, a
drawback of curbing the crack to propagate only along element edges
is that the fracture energy is overestimated when the true crack path de-
viates significantly from the corresponding element edge, particularly
when the mesh is coarse [17]. In addition, the use of two different
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constitutive laws for the bulk and internal surfaces induces artificial
material anisotropy.

To circumvent the latter dependence of the crack propagation on
the element boundaries, the embedded discontinuity finite element
method (ED-FEM) has been proposed, where as its name suggests
the localization zone is embedded at the element level [18]. It is a
discrete crack approach where displacement field is enhanced with
supplementary kinematics to capture displacement jumps in a single
element [19]. The ED-FEM can use relatively coarse mesh and can
be used to avoid repeated remeshing that is required in traditional
discrete crack approaches leading to mesh-independent results [20].
However, tracking algorithms used within the ED-FEM approach can be
computationally demanding especially in solving complex crack propa-
gation such as branching in dynamic fracture [19]. The extended finite
element method (XFEM) [11,21] is considered as a possible alternative
to the above-mentioned approach since it uses the element enrichment
via a partition of unity framework. Such element enrichment enables
cracks to propagate independently of the underlying mesh. It also
resolves the stress singularities issue at the crack tip as well as it models
the true stress behavior at the tip vicinity using coarser mesh compared
to the case without enrichment. Nonetheless, XFEM suffers from the
computational complexity with the increase of the number of individual
crack segments and additional degrees of freedom [17].
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Fig. 1. Material-sink regularization of (a) sharp crack discontinuity into (b) diffusive
representation by the relative mass density 𝛾. The characteristic length 𝑙 controls the
width of the regularized fracture zone.

Bulk models describe cracks having finite rather than zero thickness
and obeying bulk constitutive laws with falling stress–strain curves [22–
29]. In this case, crack nucleation, propagation, and arrest naturally
come out of the theory. However, bulk models are not spared from
shortcomings as well. They suffer from the localization of deformation
into narrow bands exhibiting dependence on the size of the compu-
tational mesh. In the limit case where the element size approaches a
very small value, damage takes place while illogically dissipating zero
energy. The latter shortcoming led to the emergence of nonlocal con-
tinuum formulations [30–34]. In the recent years, especially popular
became the so-called phase-field methods [35–47]. These methods are
based on the introduction of an auxiliary scalar field called phase-
field variable establishing the connection between the broken and
unbroken states of material. Physical interpretations of the phase fields
and equations defining them are far from being obvious. Such physical
difficulties are intrinsic in most nonlocal formulations, which are based
on the tacit assumptions of the long-range atomic interactions. Actual
atomic interactions are short range — on the angstrom scale. It is
not uncommon also to see claims in the literature that some phase-
field formulations allow for convergence of the diffused cracks to the
zero-thickness Griffith cracks under the decrease of the thickness of
the diffused area. Unfortunately, these claims are open to discussion
because the characteristic thickness is not a freely changing number
but rather a physical parameter related to the material strength.

While most diffused bulk models of crack modeling lean on the
purely mathematical regularization techniques, Volokh [48] proposed
the so-called material-sink (MS) approach rooted in physics of the
fracture process. The central point of the MS approach is the physical
observation that broken bonds are diffused rather than confined to two
neighbor atomic layers. Diffused broken bonds unavoidably lead to
the local loss of material — debris, sometimes observable via naked
eye. Thus, mass is not conserved within small areas of the crack
localization and the mass balance equation should be coupled with
the momenta balance. Naturally, the mass density, rather than dam-
age or phase-field variables, becomes the additional variable, which
together with mass balance law provides regularization of crack sim-
ulations. Remarkably, the MS formulation reduces to hyperelasticity
with energy limiters [49–54] prior the material failure localizes into
cracks. Due to its mathematical simplicity and physical transparency,
the MS model can be flexibly implemented in various finite element
codes and commercial programs. For example, it has been recently
implemented in FEAP software to study the inertia effect in dynamic
failure processes [55].

In the present work, a modified version of the material sink (MS)
approach for modeling quasi-static crack propagation in soft materials
is developed. Such modification substantially enhances the numeri-
cal solution and extends the capabilities of the method in modeling
fracture in brittle materials. Specifically, the MS theory is used to
study the failure mechanisms of an abdominal aortic aneurysm material
2

undergoing large deformation gaining new insights into its mechanical
behavior and design. Also, the MS approach is examined through a
number of benchmark two-dimensional and three-dimensional exam-
ples to demonstrate the feasibility and effectiveness of the current
approach in predicting complex crack patterns including branching,
bridging and crack propagation along curved geometries. In particular,
the MS approach is implemented as a user-defined element (UEL) in
the commercial software package Abaqus/Standard 2020 [56] and the
detailed numerical implementation of the coupled mass-deformation
theory is discussed.

The paper is organized as follows: Section 2 provides details of
the material-sink fracture model employed herein and the constitutive
equations used for numerical simulations. Section 3 presents the finite-
element methodology adopted in this work, in particular, a reduced
mixed formulation. The implementation in Abaqus is discussed in
Section 4 and the numerical simulations of benchmark problems are
presented in Section 5. Finally, Section 6 summarizes the present study.

2. Theoretical background of the material-sink approach at finite
deformation

The basic idea of the material-sink is that the bond breakage appears
as a result of the development of multiple micro-cracks leading to
localized loss of mass. The latter implies replacing conservation of mass
by the mass balance presenting the mass density as the damage variable
that approaches a value of zero in the cracked areas. In this section,
a brief summary of the material-sink (MS) formulation is introduced.
Interested readers are referred to the original formulation proposed by
Volokh [48] for additional details about the MS theory.

In the context of continuum mechanics, consider a material point
occupying a position 𝐗 in the domain 0 at the reference configuration
of a deformable body, which moves to position 𝐱 in the domain  at
the current configuration. Deformation in the vicinity of the material
point is described by the deformation gradient 𝐅 = 𝜕𝐱∕𝜕𝐗 that maps
the reference configuration to the current one with the constraint 𝐽 =
det𝐅 > 0. It should be noted that the Lagrangian or material description
is adopted in the present work.

2.1. Balance equations

As already mentioned, the material-sink postulates the mathemati-
cal consideration of the mass balance as an additional and active law
coupled with momenta balance, where crack initiation, propagation,
branching, etc. are all embedded in the PDEs. Following [48], the mass
balance takes the form
𝑑𝜌
𝑑𝑡

= Div (𝐬) + 𝜉 = 0, (1)

where 𝜌 is the referential mass density, 𝐬 is the referential mass flux,
and 𝜉 is the referential mass source/sink, and Div (∙) is the divergence
operator defined with respect to the referential coordinates.

It is assumed that failure and mass sink are highly localized and,
consequently, momenta and energy balance equations can be written in
the standard forms. Thus, the momenta balance equations are as follows

Div (𝐅𝐒) + 𝜌𝐛 = 𝟎, 𝐒 = 𝐒T, (2)

where 𝐛 is the referential mechanical body forces per unit mass and 𝐒
is the second Piola–Kirchhoff stress tensor.

To complete the formulation of the boundary value problem, proper
boundary conditions need to be specified. The mechanical and mass
Neumann boundary conditions are, respectively, given by

𝐅𝐒𝐍 = 𝐭̄0,
𝐬 ⋅ 𝐍 = 0,

(3)

where 𝐍 is the unit outward normal to the boundary in the reference
configuration, 𝐭̄ is the external mechanical traction applied on the
0
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0 . It should be noted that ((3)𝑏) implies that there is

o mass flux out of the boundary 𝜕𝐬
0. Alternatively, the Dirichlet

oundary conditions are defined by prescribing displacement (i.e. 𝐮 = 𝐮̄
n 𝜕𝑢0) and mass density (i.e. 𝜌 = 𝜌̄ on 𝜕𝜌0). Fig. 1a illustrates the
rescribed mechanical natural and essential boundary conditions on a
olid body. In particular, Fig. 1a shows the undeformed body occupied
y the domain 0 and subjected to the traction 𝐭0 on the boundary
𝜕𝐭0

0 . Also, the domain incorporates a sharp crack discontinuity that
represents discrete crack. Such representation will be regularized into
a diffusive one as will be discussed in the next subsection.

2.2. Constitutive equations

Here, the constitutive equation for the second Piola–Kirchhoff stress
tensor, which is derived directly from thermodynamic considerations
[48], is as follows

𝐒 = 2𝜌 𝜕𝑤
𝜕𝐂

, (4)

where 𝑤 is the specific Helmholtz free energy function per unit mass
and 𝐂 = 𝐅T𝐅 is the right Cauchy–Green deformation tensor.

Next, the constitutive law for the mass source/sink can be defined
in the following form [48]

𝜉 = 𝛽𝜌0 −
𝛽𝜌

𝐻(𝛼) e−(𝑤∕𝜙)𝑚
, (5)

where 𝜌0 = 𝜌(𝑡 = 0) is the initial referential mass density, 𝛽 > 0 is a
aterial constant, 𝜙 is the specific energy limiter per unit mass, and 𝑚

s a dimensionless material parameter, which controls the sharpness of
he transition to material failure on the stress–strain curve. Also, 𝐻(𝛼)
s a unit step function (i.e. 𝐻(𝛼) = 0 if 𝛼 < 0 and 𝐻(𝛼) = 1 otherwise),
nd the switch parameter 𝛼 ∈ (−∞; 0 ] is necessary to prevent material
ealing process. Following [55], the switch parameter can be defined
y the evolution equation 𝛼̇ = −𝐻

(

𝜖 − 𝜌∕𝜌0
)

, where 0 < 𝜖 ≪ 1 is a
precision constant.

The constitutive law for the Lagrangian mass flux can be written by
analogy with the Fourier law for heat conduction as follows

𝐬 = 𝜅Grad (𝜌) , (6)

where 𝜅 > 0 is a mass conductivity for the isotropic case. It should
be noted that the constitutive equations for the mass source (5) and
flux (6) are modified as compared to the original form given in [48].
Such modification facilitates the numerical solution. The new version
of the mass flux implies that the diffusion is isotropic in the initial con-
figuration, after deformation, internal bonds are reoriented and their
distribution is not isotropic. Evidently, (6) implies that the diffusion of
broken bonds is isotropic with respect to the reference configuration.

Now, substitution of (5) and (6) in (1) and dividing by 𝛽𝜌0 yields

Div (𝐟 ) + 𝜁 = 0, (7)

where the vector 𝐟 and the scalar 𝜁 are defined as follows

𝐟 = 𝑙2Grad (𝛾) ,

𝜁 = 1 −
𝛾

𝐻(𝛼) e−(𝑊 ∕𝛷)𝑚 + 𝜀
, (8)

in which 0 < 𝜀 ≪ 1 is a dimensionless constant that serves to avoid
numerical singularity when 𝐻 approaches zero. From the numerical
point of view, the constant 𝜀 was set to 10−11 (i.e. 𝜀 = 10−11). The
parameter 𝑙 =

√

𝜅∕𝛽 is the characteristic length of the material.
t is noticed from (8) that the scalars 𝜅 and 𝛽 are not required as

the characteristic length replaces them. Also, the dimensionless (or
relative) mass density 𝛾, the Helmholtz free energy per unit referential
volume 𝑊 and the energy limiter (or the average bond energy) per unit
referential volume 𝛷 are defined as follows

𝛾 =
𝜌
, 𝑊 = 𝜌0𝑤, 𝛷 = 𝜌0𝜙. (9)
3

𝜌0
It is worth mentioning that since the characteristic length (also
referred to as the regularization parameter) is a small parameter pro-
viding the dimensional consistency of the equation, solutions of the
boundary layer type that represent the diffused crack can be obtained.
In other words, the characteristic length 𝑙 controls the width of the reg-
ularized fracture zone wherein the relative density has values ranging
from 0 to 1, corresponding respectively to fully broken (i.e. 𝛾 = 0) and
intact states (i.e. 𝛾 = 1). Thus, the relative mass density approaches
0 inside a regularized crack and approaches 1 far away from the
fracture surface. Within Fig. 1 the described regularization scheme for
the fracture problem by means of the introduced length scale parameter
is illustrated, where the discrete crack surface in Fig. 1a is regularized
into a diffusive crack representation as in Fig. 1b via the relative mass
density field 𝛾. It should be noted that the length scale is considered
a material parameter that can be calibrated via experimental data.
Moreover, the length scale has a physical meaning that the bond
breakage is not confined to two adjacent molecular layers, and the
process involves thousands of layers within an area or volume with the
representative characteristic size 𝑙.

Now, using ((9)𝑎) and ((9)𝑏), the constitutive equations for the
second Piola–Kirchhoff stress can be expressed as follows

𝐒 = 𝛾𝐒0, 𝐒0 = 2 𝜕𝑊
𝜕𝐂

, (10)

where 𝐒0 is the second Piola–Kirchhoff stress tensor of the virgin
material.

Next, for later consideration, the linearized forms of the second
Piola–Kirchhoff stress tensor 𝐒, the vector 𝐟 , and the scalar 𝜁 are given
y

𝐒 = 𝜕𝐒
𝜕𝐂

∶𝛥𝐂 + 𝜕𝐒
𝜕𝛾
𝛥𝛾 = C𝑢𝑢 ∶

1
2
𝛥𝐂 + 𝐂𝑢𝛾𝛥𝛾,

𝛥𝐟 = 𝜕𝐟
𝜕 (Grad (𝛾))

⋅ Grad (𝛥𝛾) = 𝐂𝛾𝛾 ⋅ Grad (𝛥𝛾) ,

𝛥𝜁 =
𝜕𝜁
𝜕𝐂

∶𝛥𝐂 +
𝜕𝜁
𝜕𝛾
𝛥𝛾 = 𝐂𝛾𝑢 ∶

1
2
𝛥𝐂 + C𝛾𝛾𝛥𝛾,

(11)

where the fourth-order tensor C𝑢𝑢 is defined by

C𝑢𝑢 = 2 𝜕𝐒
𝜕𝐂

= 𝛾C𝑢𝑢0, C𝑢𝑢0 = 4 𝜕
2𝑊

𝜕𝐂𝜕𝐂
, (12)

and the second-order tensors 𝐂𝑢𝛾 and 𝐂𝛾𝑢 take the following forms

𝐂𝑢𝛾 =
𝜕𝐒
𝜕𝛾

= 𝐒0,

𝐂𝛾𝑢 = 2
𝜕𝜁
𝜕𝐂

= −
𝐻(𝛼) e−(𝑊 ∕𝛷)𝑚 𝑚

𝛷

(

𝑊
𝛷

)𝑚−1

(

𝐻(𝛼) e−(𝑊 ∕𝛷)𝑚 + 𝜀
)2

𝐒,
(13)

nd both the second-order tensor 𝐂𝛾𝛾 and the scalar C𝛾𝛾 are defined by

𝐂𝛾𝛾 =
𝜕𝐟

𝜕 (Grad (𝛾))
= 𝑙2𝐈,

C𝛾𝛾 =
𝜕𝜁
𝜕𝛾

= − 1
𝐻(𝛼) e−(𝑊 ∕𝛷)𝑚 + 𝜀

.
(14)

Without loss of generality, the strain energy function per unit
referential volume 𝑊 = 𝑊 (𝐂) can be additively split into two terms

𝑊 = 𝑊vol. (𝐽 ) +𝑊dis.
(

𝐼 ′1
)

, (15)

where the first term controls the volumetric deformation and the
second one controls the distortional deformation. Also, 𝐼 ′1 = 𝐽−2∕3𝐂∶ 𝐈
is the first invariant of the distortional part of the deformation tensor
𝐂 (i.e. 𝐂dis. = 𝐽−2∕3𝐂). Substituting (15) into ((10)𝑏) and ((12)𝑏) to
deduce the expressions for the second Piola–Kirchhoff stress and the
material tangent modulus of the virgin material, respectively

𝐒0 = 𝐽
𝜕𝑊vol.
𝜕𝐽

𝐂−1

+ 2
𝜕𝑊dis.

′

(

𝐽−2∕3𝐈 − 1 𝐼 ′1𝐂
−1
)

,

𝜕𝐼1 3
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C𝑢𝑢0 = 𝐽 𝜕
𝜕𝐽

(

𝐽
𝜕𝑊vol.
𝜕𝐽

)

𝐂−1 ⊗ 𝐂−1

+ 2𝐽
𝜕𝑊vol.
𝜕𝐽

𝜕𝐂−1

𝜕𝐂
+ 4𝐽−4∕3 𝜕

2𝑊dis.

𝜕𝐼 ′1𝜕𝐼
′
1
𝐈⊗ 𝐈

− 4
3
𝐽−2∕3 𝜕

𝜕𝐼 ′1

(

𝐼 ′1
𝜕𝑊dis.

𝜕𝐼 ′1

)

𝐈⊗ 𝐂−1

− 4
3
𝐽−2∕3 𝜕

𝜕𝐼 ′1

(

𝐼 ′1
𝜕𝑊dis.

𝜕𝐼 ′1

)

𝐂−1 ⊗ 𝐈

+ 4
9
𝐼 ′1

𝜕
𝜕𝐼 ′1

(

𝐼 ′1
𝜕𝑊dis.

𝜕𝐼 ′1

)

𝐂−1 ⊗ 𝐂−1

− 4
3
𝐼 ′1
𝜕𝑊dis.

𝜕𝐼 ′1

𝜕𝐂−1

𝜕𝐂
.

(16)

The specific choice of the constitutive law for the mass source (5) is
a subtle matter and we explain it as follows. Let us consider the onset
of material damage – failure – prior the damage localizes into cracks. In
the latter case, the mass flux vanishes (i.e. 𝐬 = 𝟎). Then using the mass
balance equation, the mass source term should also vanish (i.e. 𝜉 = 0),
and thus, it implies that the unknown dimensionless mass density is
given by

𝛾 = 𝐻(𝛼) e−(𝑊 ∕𝛷)𝑚 . (17)

Since the irreversibility of the process is not important prior damage
localizes into crack, the step function 𝐻 can be dropped out from (17)
to obtain

𝛾 = e−(𝑊 ∕𝛷)𝑚 . (18)

Then, substituting of (18) in (10) yields

𝐒 = 2e−(𝑊 ∕𝛷)𝑚 𝜕𝑊
𝜕𝐂

. (19)

In the case of hyperelastic material, a strain energy function is
postulated 𝜓 (𝐂), which satisfies the following condition
𝜕𝜓
𝜕𝐂

= e−(𝑊 ∕𝛷)𝑚 𝜕𝑊
𝜕𝐂

. (20)

uch energy function exists, indeed, and it can be written in the
ollowing form

(𝐂) = 𝜓f − 𝜓e(𝐂), (21)

here 𝜓𝑒 (𝐂) is the elastic energy defined by

e (𝐂) =
𝛷
𝑚
𝛤
[

1
𝑚
,
(

𝑊 (𝐂)
𝛷

)𝑚]

, (22)

nd 𝜓f = 𝜓e (𝐈) is the failure energy. In (22), 𝛤 [𝑠, 𝑥] = ∫ ∞
𝑥 𝑡𝑠−1𝑒−𝑡𝑑𝑡 is

he upper incomplete gamma function.
The strain energy in (21) is bounded! Specifically, the bounded

train energy is a direct expression of the physical fact that the number
f particles in a material volume is bounded as well as the energy of
heir bonds. Also, the bounded strain energy automatically provides
ounded stresses indicating material instability and failure. The reader
s referred to works [49,50,54,57] concerning the theory and impli-
ations of hyperelasticity with energy limiters — the bounded strain
nergy.

. Finite-element formulation

Classical finite element approach exhibits volumetric locking behav-
or when modeling nearly incompressible materials (e.g. soft materials).
o overcome this deficiency, the point-wise dilatation measure is re-
laced by an average one, whereas the distortional part remains valid
4

oint-wise. Therefore, the modified deformation tensor which is mo-
ivated by the multiplicative split of the deformation gradient into
olumetric part and isochoric part can be defined as follows

𝐂 = 𝐽
2∕3

𝐈
⏟⏟⏟
𝐂vol.

𝐽−2∕3𝐂
⏟⏟⏟

𝐂dis.

=
(

𝐽
𝐽

)2∕3

𝐂, (23)

where 𝐽 is the assumed dilatation measure. Using the work by Jaba-
reen [58], Bishara and Jabareen [59], a reduced mixed finite-element
formulation with two fields for the coupled problem is derived instead
of the four field formulation. Specifically, the four independent fields
are the modified deformation tensor, an assumed dilatation measure,
an assumed hydrostatic pressure, and the relative mass density. Thus,
the Hu–Washizu functional of the coupled problem can be written
with respect to the four fields, where the variation of the functional
with respect to the different fields yields variational equations. Follow-
ing [58,59], it can be shown that the penalty term in the functional
of the total potential energy vanishes due to the assumption that both
the assumed dilatation measure and assumed hydrostatic pressure are
constants at the element level together with implying the solution of
the variational equation obtained by the variation with respect to the
assumed hydrostatic pressure. By doing so, the functional of the total
potential energy reduces to be function of the two fields — the modified
deformation tensor and the relative mass density. In particular, the
solution of the variational equation derived from the variation of the
functional of the total potential energy with respect to the assumed
hydrostatic pressure is given by

𝐽 = 1
𝛺e

0
∫𝛺e

0

𝐽𝑑𝛺e
0. (24)

According to (24), the assumed dilatation measure is interpreted as
the volume average of the point-wise dilatation, and it is denoted
as the average volumetric deformation. Also, 𝛺e

0 in (24) is the el-
ement referential volume. It should be noted that when postulating
(24), the average volumetric deformation is no longer an independent
field. Now, the weak form of the coupled problem is given by 𝛿𝛱 =
∑𝑁𝑒𝑙
𝑒=1 𝛿𝛱

𝑒 = 0, in which 𝛿𝛱𝑒 is expressed by

𝛿𝛱e = ∫𝛺e
0

(

𝐒∶ 𝛿𝐄 + 𝐟 ⋅ Grad (𝛿𝛾) − 𝜁𝛿𝛾
)

𝑑𝛺e
0

− ∫𝜕𝐭0
0

𝐭 ⋅ 𝛿𝐮𝑑𝛤0,
(25)

here
{

𝐒,𝐄, 𝜁
}

are modified quantities evaluated using the mod-
ified right Cauchy–Green deformation tensor (23) and the average
volumetric deformation (24).

Next, the variation of the modified Green–Lagrange strain tensor
(𝐄 =

(

𝐂−𝐈
)

∕2) is expressed in terms of the variation of the modified
deformation tensor as follows

𝛿𝐄 = 1
2
𝛿𝐂 = 1

2

(

𝐽
𝐽

)2∕3

𝛿𝐂 + 1
3

(

𝛿𝐽
𝐽

− 𝛿𝐽
𝐽

)

𝐂. (26)

Using the relationship between the volume change and the right
Cauchy–Green deformation tensor and using (24), the variation of both
the dilatation and the volume average of the dilatation are obtained by

𝛿𝐽 = 1
2
𝐽𝐂−1 ∶ 𝛿𝐂, 𝛿𝐽 = 1

𝛺e
0
∫𝛺e

0

𝛿𝐽𝑑𝛺e
0. (27)

For deriving the tangent stiffness, a linearization of the variation
(25) is required, which is given by

𝛥𝛿𝛱e = ∫𝛺e
0

(

𝛿𝐄∶C𝑢𝑢 ∶𝛥𝐄 + 𝐒∶𝛥𝛿𝐄

+ 𝛿𝐄∶𝐂𝑢𝛾𝛥𝛾 − 𝛿𝛾𝐂𝛾𝑢 ∶𝛥𝐄 − 𝛿𝛾C𝛾𝛾𝛥𝛾
) e

(28)
+ Grad(𝛿𝛾) ⋅ 𝐂𝛾𝛾 ⋅ Grad (𝛥𝛾) 𝑑𝛺0,
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where the moduli
{

C𝑢𝑢, 𝐂𝑢𝛾 , 𝐂𝛾𝑢, C𝛾𝛾
}

are determined by ((12)𝑎),

(13)𝑎), ((13)𝑏), and ((14)𝑏), where
{

𝐽 ,𝐂
}

are used instead of {𝐽 ,𝐂}.
The linearization of the variation of the modified Green–Lagrange
strain tensor (i.e. 𝛥𝛿𝐄) can be calculated as follows

Δ𝛿𝐄 = 1
2

(

𝐽
𝐽

)2∕3

𝛥𝛿𝐂 + 1
3

(

𝛥𝐽
𝐽

− 𝛥𝐽
𝐽

)

𝛿𝐂

+ 1
3

(

𝛿𝐽
𝐽

− 𝛿𝐽
𝐽

)

𝛥𝐂 + 1
3

(

𝛥𝛿𝐽
𝐽

− 𝛥𝛿𝐽
𝐽

− 5
3
𝛥𝐽𝛿𝐽

𝐽
2

+ 1
3
𝛿𝐽𝛥𝐽
𝐽 2

+ 2
3
𝛥𝐽
𝐽
𝛿𝐽
𝐽

+ 2
3
𝛥𝐽
𝐽
𝛿𝐽
𝐽

)

𝐂,

(29)

here the linearization of the variation of the volume change (i.e. 𝛥𝛿𝐽 )
nd the linearization of the variation of volumetric dilatation (i.e. 𝛥𝛿𝐽 )

are given by

𝛥𝛿𝐽 = 1
4
𝐽𝛿𝐂∶

(

𝐂−1 ⊗ 𝐂−1) ∶𝛥𝐂

+ 1
2
𝐽𝛿𝐂∶𝛥𝐂−1 + 1

2
𝐽𝐂−1 ∶𝛥𝛿𝐂,

𝛿𝐽 = 1
𝛺e

0
∫𝛺e

0

𝛥𝛿𝐽𝑑𝛺e
0.

(30)

Now, within the finite-element methodology, shape functions are
used to approximate the primary field variables. In the present study,
displacement and relative mass density fields are the primary fields.
Therefore, the displacement field, the virtual displacement field, the
relative mass density field, and the virtual relative mass density field
are interpolated inside each element by

𝐮 =
𝑛𝑒𝑛
∑

𝐼=1
𝑁𝐼 𝐮̂

𝐼 = 𝐍
𝑢
𝐮̂, 𝛿𝐮 =

𝑛𝑒𝑛
∑

𝐼=1
𝑁𝐼𝛿𝐮̂

𝐼 = 𝐍
𝑢
𝛿𝐮̂,

𝛾 =
𝑛𝑒𝑛
∑

𝐼=1
𝑁𝐼 𝛾̂

𝐼 = 𝐍𝛾 𝛾̂ , 𝛿𝛾 =
𝑛𝑒𝑛
∑

𝐼=1
𝑁𝐼𝛿𝛾̂

𝐼 = 𝐍𝛾𝛿𝛾̂,
(31)

where
{

𝐮̂𝐼 , 𝛿𝐮̂𝐼 , 𝛾̂𝐼 , 𝛿𝛾̂𝐼
}

denote the displacement vector, the virtual
isplacement vector, the relative mass density scalar, and the virtual
elative mass density scalar at node 𝐼 , respectively. Also, 𝑛𝑒𝑛 is the
umber of the nodes in a single element, and 𝑁𝐼 is the shape function
or node 𝐼 .

In this section, a development for a three-dimensional eight-node
rick element for which 𝑛𝑒𝑛 = 8 is presented. However, the formulation
s similarly applicable for two-dimensional and axisymmetric elements,
here 𝑛𝑒𝑛 = 4. For finite-element development, it is convenient to

introduce the following auxiliary vectors

𝐮 =
{

𝐮̂1, 𝐮̂2,… , 𝐮̂8
}T

, 𝛿𝐮̂ =
{

𝛿𝐮̂1, 𝛿𝐮̂2,… , 𝛿𝐮̂8
}T

,

𝛾̂ =
{

𝛾̂1, 𝛾̂2,… , 𝛾̂8
}T , 𝛿𝛾̂ =

{

𝛿𝛾̂1, 𝛿𝛾̂2,… , 𝛿𝛾̂8
}T ,

(32)

hich include all nodal displacement vectors, all nodal virtual displace-
ent vectors, all nodal relative mass density scalars, and all nodal

irtual relative mass density scalars, respectively. Also, the matrix 𝐍
𝑢

nd the row vector 𝐍𝛾 are defined by

𝐍
𝑢
=
⎡

⎢

⎢

⎣

𝑁1 0 0 ... 𝑁8 0 0
0 𝑁1 0 ... 0 𝑁8 0
0 0 𝑁1 ... 0 0 𝑁8

⎤

⎥

⎥

⎦

,

𝛾 =
{

𝑁1, 𝑁2, ... , 𝑁8
}

.

(33)

In addition, it is convenient to use the matrix notation rather than
he tensorial notation for finite element derivations. Specifically, in
he matrix notation, vectors and second-order tensors become vectors
indicated by a single underline), while fourth-order tensors become
atrices (indicated by a double underline). Following Jabareen [58],
ishara and Jabareen [59] in developing the expression for the vari-
tion of the modified Green–Lagrange tensor in terms of the virtual
5

odal displacements, first the variation of the right Cauchy–Green
eformation tensor is written as follows

𝐂 = 2
8
∑

𝐼=1
𝐁
𝐼
𝛿𝐮̂𝐼 = 2𝐁

𝑢
𝛿𝐮̂, (34)

where the matrix 𝐁
𝑢

is of size 6 × 24 that contains all 𝐁
𝐼

matrices

𝐁
𝑢
=
[

𝐁
1
, 𝐁

2
, ... ,𝐁

8

]

. (35)

In (35), each 𝐁
𝐼

matrix is of size 6 × 3 and has the following form

𝐁
𝐼
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐹11𝑁𝐼,1 𝐹21𝑁𝐼,1 𝐹31𝑁𝐼,1
𝐹12𝑁𝐼,2 𝐹22𝑁𝐼,2 𝐹32𝑁𝐼,2
𝐹13𝑁𝐼,3 𝐹23𝑁𝐼,3 𝐹33𝑁𝐼,3

𝐹11𝑁𝐼,2 + 𝐹12𝑁𝐼,1 𝐹21𝑁𝐼,2 + 𝐹22𝑁𝐼,1 𝐹31𝑁𝐼,2 + 𝐹32𝑁𝐼,1
𝐹12𝑁𝐼,3 + 𝐹13𝑁𝐼,2 𝐹22𝑁𝐼,3 + 𝐹23𝑁𝐼,2 𝐹32𝑁𝐼,3 + 𝐹33𝑁𝐼,2
𝐹13𝑁𝐼,1 + 𝐹11𝑁𝐼,3 𝐹23𝑁𝐼,1 + 𝐹21𝑁𝐼,3 𝐹33𝑁𝐼,1 + 𝐹31𝑁𝐼,3

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

(36)

here 𝐹𝑖𝑗 are the Cartesian components of the deformation gradient
ensor and 𝑁𝐼,𝑗 is the derivative of the shape function of node 𝐼
ith respect to the referential coordinate 𝑗 (i.e. 𝑁𝐼,𝑗 = 𝜕𝑁𝐼∕𝜕𝑋𝑗).
ubstituting of (34) in (27) yields expressions for the variation of
he point-wise dilatation and the volume average of the point-wise
ilatation in terms of the virtual nodal displacements such as

𝐽 = 𝛿𝐮̂T𝐚1, 𝐚1 = 𝐽𝐁T
𝑢
𝐂−1,

𝛿𝐽 = 𝛿𝐮̂T𝐚1, 𝐚1 =
1
𝛺e

0
∫𝛺e

0

𝐚1𝑑𝛺
e
0,

(37)

where 𝐂−1 is a column vector consisting of the components of the
inverse of the right Cauchy–Green deformation tensor, and it is defined
as

𝐂−1 =
{

𝐶−1
11 , 𝐶

−1
22 , 𝐶

−1
33 , 𝐶

−1
12 , 𝐶

−1
23 , 𝐶

−1
31

}T . (38)

The variation of the modified Green–Lagrange strain tensor can be
written using the Voigt notation and expressed in terms of the virtual
nodal displacements by substituting (34), (37) in (26)

𝛿𝐄 =
{

𝛿𝐸11, 𝛿𝐸22, 𝛿𝐸33, 2𝛿𝐸12, 2𝛿𝐸23, 2𝛿𝐸31

}T

= 𝐁
𝑢
𝛿𝐮̂,

(39)

where the matrix 𝐁
𝑢

reads

𝐁
𝑢
=
(

𝐽
𝐽

)2∕3

𝐁
𝑢
+ 1

3
𝐂
(

𝐚T1
𝐽

−
𝐚T1
𝐽

)

. (40)

Similarly, the variation of the relative density gradient can be written
in terms of the virtual nodal relative mass density by substituting for
the virtual relative mass density field from ((31)𝑑)

rad(𝛿𝛾) = 𝐁
𝛾
𝛿𝛾̂, 𝐁

𝛾
=
⎡

⎢

⎢

⎣

𝑁1,1 𝑁2,1 ... 𝑁8,1
𝑁1,2 𝑁2,2 ... 𝑁8,2
𝑁1,3 𝑁2,3 ... 𝑁8,3

⎤

⎥

⎥

⎦

. (41)

Now, substituting the developed discretization given in (39), (41),
and ((31)𝑑) in (25) yields

𝛿𝛱e = 𝛿𝐮̂T
(

𝐅̂
int,e
𝑢 − 𝐅̂

ext,e
𝑢

)

+ 𝛿𝛾̂T𝐅̂
int,e
𝛾 , (42)

here both the internal and external nodal generalized forces are
rticulated as

̂int,e
𝑢 = ∫𝛺e

0

𝐁
T

𝑢
𝐒𝑑𝛺e

0, 𝐅̂
ext,e
𝑢 = ∫𝜕𝐭0

0

𝐍T
𝑢
𝐭𝑑𝛤0,

𝐅̂
int,e
𝛾 = ∫ e

(

𝐁T𝐟 − 𝐍T
𝛾 𝜁

)

𝑑𝛺e
0,

(43)
𝛺0
𝛾
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and 𝐒 indicates a vector of the entries of the second Piola–Kirchhoff
tress tensor, which is defined as

𝐒 =
{

𝑆11, 𝑆22, 𝑆33, 𝑆12, 𝑆23, 𝑆31

}T
. (44)

In addition, in order to develop the tangent stiffness matrix, a
discretization given in (39), (41), ((31)𝑑) are substituted into (28) to
deduce

𝛥𝛿𝛱e =
{

𝛿𝐮̂, 𝛿𝛾̂
}T ⎡

⎢

⎢

⎣

𝐊e
𝑢𝑢

𝐊e
𝑢𝛾

𝐊e
𝛾𝑢

𝐊e
𝛾𝛾

⎤

⎥

⎥

⎦

[

𝛥𝐮̂
𝛥𝛾̂

]

, (45)

here
{

𝐊e
𝑢𝑢
, 𝐊e

𝛾𝛾

}

are, respectively, the tangent stiffness matrices
elated to the displacement field and the relative mass density field. In
ddition, the matrices

{

𝐊e
𝑢𝛾
, 𝐊e

𝛾𝑢

}

are related to the coupling between
he two fields. The four matrices have the following forms

𝐊e
𝑢𝑢

= ∫𝛺e
0

(

𝐁
T

𝑢
𝐃
𝑢𝑢
𝐁
𝑢
+ 𝐤

e

𝐺

)

𝑑𝛺e
0,

𝐊e
𝑢𝛾

= ∫𝛺e
0

𝐁
T

𝑢
𝐃𝑢𝛾𝐍𝛾𝑑𝛺

e
0,

𝐊e
𝛾𝑢

= −∫𝛺e
0

𝐍T
𝛾𝐃𝛾𝑢𝐁𝑢

𝑑𝛺e
0,

𝐊e
𝛾𝛾

= ∫𝛺e
0

(

𝐁T
𝛾
𝐃
𝛾𝛾
𝐁
𝛾
− 𝐍T

𝛾D𝛾𝛾𝐍𝛾

)

𝑑𝛺e
0,

(46)

here
{

𝐃
𝑢𝑢
, 𝐃𝑢𝛾 , 𝐃𝛾𝑢, 𝐃𝛾𝛾

}

are the matrix forms of the tensors
{

C𝑢𝑢, 𝐂𝑢𝛾 , 𝐂𝛾𝑢, 𝐂𝛾𝛾
}

, and 𝐤
e

𝐺
is the geometrical tangent stiffness matrix

per unit referential volume and it is defined by

𝐤
e

𝐺
=

3
∑

𝑖=1

3
∑

𝑗=1
𝑆𝑖𝑗

𝜕2𝛥𝛿𝐸𝑖𝑗
𝜕𝛿𝐮̂𝜕𝛥𝐮̂

. (47)

he detailed development of the geometrical tangent stiffness matrix is
resented in Appendix A.

. Abaqus implementation

In the present study, the UEL subroutine is used to implement the
S method. One can imagine the UEL as a box that takes data as

nputs, processes them, and then passes the output back to Abaqus.
t receives location of nodes at the reference configuration, material
arameters from the input file. Also, the updated nodal degrees of
reedom including the location of the nodes at the current configuration
nd the relative mass density are passed in from Abaqus at each
teration of the different increments to calculate the element’s residual
ector (RHS) and the element’s tangent stiffness matrix (AMATRX).
he element’s vector RHS and the element’s matrix AMATRX are
pdated during the course of analysis and passed back to Abaqus by
he UEL. Then, all residuals are assembled into a global residual vector,
nd all tangent stiffness matrices are assembled into a global stiffness
atrix.

It is worth noting that the UEL subroutine is written in FORTRAN
language and it contains Gauss points locations, shape functions and
their derivatives, kinematic and constitutive relations for calculating
the element’s residual vector (RHS) and the element’s tangent stiffness

atrix (AMATRX). Also, the input file can be generated primarily by
baqus/CAE to depict the geometry and mesh of the desired model,
nd then it can be modified to be used with the user-elements. For
ore information on creating Abaqus input files, interested readers

re referred to Chester et al. [60], and Jabareen [58].
The coupled system of fracture and large deformation is imple-

ented in Abaqus/Standard by using a coupled temperature–
isplacement step in the input file, while the user elements have
isplacements and temperature degrees of freedom for each node.
6

Fig. 2. Representation of two layers finite elements structure in Abaqus. The first
layer contributes to the stiffness of both the displacement and temperature (relative
mass density) DOFs. For post processing purposes, a second layer overlays the first
layer created as a UMAT model.

The latter degree of freedom represents the relative mass density.
Concerning implementing the theory in 2D and 3D solids, a two-
dimensional four-node element with 3 degrees of freedom at each node
(i.e. 𝑢𝑥, 𝑢𝑦 and 𝛾) and a three-dimensional eight-node brick element
with 4 degrees of freedom at each node (i.e. 𝑢𝑥, 𝑢𝑦, 𝑢𝑧 and 𝛾) are
respectively defined.

One drawback of using the UEL subroutine is that results of the user-
elements cannot be visualized, because the element shape functions are
user-defined. One way to circumvent this obstacle is to use a dummy
mesh laying over the user-elements mesh (as shown in Fig. 2), which
has the same number of nodes and the same number of integration
points with negligible elastic modulus to ensure that the dummy mesh
will not contribute to the structural response. It is important to note
that the dummy elements shall be purely mechanical — that is they
do not have a temperature degree of freedom to make sure that their
presence will not affect the main problem. Then, the UMAT subroutine
is used to transfer the state dependent variables from the user-elements
mesh to the overlaying mesh to be visualized through the dummy
mesh. As previously noted, the user elements have displacements as
well as relative mass density (temperature) DOFs. To make these
degrees of freedom available, at least one built-in element must be a
thermo-mechanically coupled element. In the case of 2D simulations
one element must be of a thermo-mechanically coupled type such as
CPE4T, which is not connected to the real model and has a negligibly
small elastic modulus.

It should be noted that when crack propagates along element,
the element may undergo excessive deformation and becomes highly
distorted. In this scenario, the element need to be removed from the
calculations as the element fails. Hence, the element deletion controlled
by solution-dependent state variables available in Abaqus/Standard
2020 [56] is employed, which is controlled by the user subroutine
UMAT. Deleted elements do not carry stresses and do not contribute
to the total stiffness of the model [56]. The user shall select which
state variable related to element deletion and assign it a value of one
or zero. It has a value of one for all material points at the beginning
of the analysis. Afterwards, when the deletion criterion is satisfied this
flag variable will have a value of zero indicating that this material point
is inactive. In Abaqus/Standard (implicit), an element is deleted if the
deletion criterion is satisfied at all of its integration points. Specifically,
in the present study, when the relative mass densities at all integration
points become less than or equal to 10−6, the element is deleted.
The status of an element can be determined by requesting the output
variable STATUS, where a value of one means the element is active
and a zero if the element is deleted.

The displacement and the relative mass density fields in the coupled
system can be solved as either sequentially coupled (staggered) or
fully coupled (monolithic) fields. In a staggered scheme, the displace-
ment sub-system and the relative mass density sub-system are solved
sequentially entailing an alternative minimization approach. On the
other hand, in a monolithic approach, the two sub-systems are solved
simultaneously. The monolithic solution strategies are unconditionally
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stable and, therefore, more efficient (in principle). In the present study,
we employ the finite-element software Abaqus to solve the monolithic
material-sink model.

Finally, the dissipated energy per unit depth for each failed element
(𝑈𝑖) due to crack propagation is calculated using the failure energy as
follows

𝑈𝑖 = 𝐴𝑖𝜓f = 𝐴𝑖𝛷𝑚
−1𝛤 [𝑚−1,𝑊 (𝐈)𝑚𝛷−𝑚], (48)

where 𝐴𝑖 is the referential area of the 𝑖th failed element.

5. Numerical examples

In this section, standard numerical examples are used to investi-
gate the capabilities of the material-sink approach to capture different
aspects of the fracture process in soft materials.

In the following subsections, the examples include two dimensional
simulations for a sample with a single notch under uniaxial tension,
sample with a single notch under pure shear, sample with an asym-
metric double notch under uniaxial tension, and finishing the section
with three-dimensional dog-bone shaped sample and cylindrical shell
under uniaxial tension. The load vs displacement curves, dissipated
energies, relative mass density contours, and crack paths are deter-
mined. All numerical examples are conducted within the finite-element
framework, where the two-dimensional and three-dimensional domains
are discretized using 4-node quadrilateral elements and 8-node linear
bricks, respectively. Specifically, the adopted strain energy function is
defined as follows

𝑊 = 1
2
𝑘bulk (𝐽 − 1)2 + 𝑐1

(

𝐼 ′1 − 3
)

+ 𝑐2
(

𝐼 ′1 − 3
)2 , (49)

where 𝐼 ′1 is the first invariant of the distortional component of 𝐂
(i.e. 𝐼 ′1 = 𝐽−2∕3𝐂), 𝑘bulk is the bulk modulus, and

{

𝑐1, 𝑐2
}

are material
parameters that control the distortional deformation.

In the present study, the material proprieties of abdominal aortic
aneurysm were adopted. In particular, the uniaxial response of an ab-
dominal aortic aneurysm1 (AAA) material was fitted by Faye et al. [55]
to the experimental data conducted by Raghavan et al. [61]. The
material parameters of AAA that control the distortional deformation
are 𝑐1 = 0.617 MPa and 𝑐2 = 1.215 MPa, the bulk modulus is 𝑘bulk =
500 MPa, the energy limiter is 𝛷 = 0.1686 MPa [55,61], the sharpness
parameter is 𝑚 = 10, and the characteristic length is 𝑙 = 0.1 mm.
Substituting for 𝛷 and 𝑚 in (48) and evaluating the upper incomplete
gamma function yields that the dissipated energy per unit depth for
each failed element is given by

𝑈𝑖 = 0.95𝐴𝑖𝛷. (50)

5.1. Single edge notched tensile sample

A square plate with a preexisting notch, subjected to uniaxial ten-
sion is presented in this example. The geometric setup and applied
deformation are depicted in Fig. 3. In this example, a plane strain
condition is assumed.2 and the sample is assumed to have a preexisting
notch at the left edge. In order to simulate the crack pattern precisely,
the mesh is refined in the expected crack propagation path, i.e. in the
middle right strip of the specimen.

The modeling is carried out on five unstructured meshes (i.e. the
meshes have irregular patterns) differing in the element size with
respect to the length scale parameter as reported in Table 1, where they
are arranged from coarse to fine. The short notation M# is adopted to
describe the element size in the different meshes. The notation char-
acterizes the ratio of the characteristic length to the element size. For

1 An abdominal aortic aneurysm (AAA) is a swelling in the aorta, which is
the main artery that carries blood from the heart to the rest of the body.

2 The B-matrix for plane strain element is presented in Appendix B
7

Fig. 3. Geometry and boundary conditions of single edge notched specimen under
uniaxial tension.

instance, the notation M3 corresponds to a mesh with a characteristic
length that is three times the element size.

The dissipated energy versus time is plotted in Fig. 4, where the total
value of the dissipated energy for every mesh is tabulated in Table 1.
It is noticed from Fig. 4 that the dissipated energy values are higher
for the coarser meshes compared to the finer ones. Also, it can be seen
that dissipated energy converges when refining the mesh and attains
a constant value when the element size is at least one-ninth of the
length scale parameter. It is worth mentioning that since the concept of
time is dimensionless in quasi-static analysis, where the time is simply
a pseudo-time, cracks in the various meshes may extend at different
pseudo-time values involving dissipating energies at various pseudo-
time scales. The latter reasoning implies normalizing the dissipated
energies so they can be plotted on the same figure. Thus, in Fig. 4
the dissipated energies for all meshes are normalized with respect to
time. Specifically, the parameter 𝑡0 represents the pseudo-time at which
the crack starts propagation and characterizes the beginning of energy
dissipation through the creation of new crack surfaces. The parameter
𝑡𝑓 represents the pseudo-time at which the crack reaches the end of
the sample and characterizes the completion of the energy dissipation
process.

Fig. 5 shows the total reaction force versus the applied displace-
ment, where the maximum load on the load–displacement curve for
every mesh is tabulated in Table 1. The results from the various
meshes in Fig. 5 suggest that the load keeps increasing until reaching a
maximum point followed by a sudden load drop, which is a signature
of brittle fracture. On the other hand, it is noticed from comparing the
results of the different meshes that the value of the maximum force on
the load–displacement curve keeps decreasing under mesh refinement
until reaching a threshold at which the maximum force attains a
constant value. This threshold is noticed at an element size that is one-
ninth of the length scale parameter. This finding is remarkable as most
fracture modelings are conducted based on choosing the element size
to be only one half of the length scale parameter.

Fig. 6a shows the progression of the relative mass density contours
at different levels of loading with values ranging from 0 to 1, corre-
sponding respectively to fully broken and intact states. Fig. 6b shows
crack propagation, where elements having relative mass density less
than or equal 10−6 at all their integration points are deleted. It is
noticed that the crack propagates normal to the loading direction with
a reasonably straight propagation path encompasses ups and downs
resembling a real fracture. The crack path is in good agreement with
the results of quasi-static brittle fracture available in the literature [37,
46,62–64] to name but a few.
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Table 1
Meshes’ details for the single edge notched tensile sample. Also, the dissipated energies and maximum loads
of single edge notched tensile sample for different meshes.

ID Element size Number of elements Dissipated energy [Nmm/mm] Maximum load [N/mm]

M3 𝑙∕3 4602 0.044 0.87
M5 𝑙∕5 10707 0.035 0.81
M7 𝑙∕7 20277 0.030 0.78
M9 𝑙∕9 32034 0.027 0.77
M10 𝑙∕10 38929 0.026 0.77
Fig. 4. Dissipated energy for single edge notched tensile sample for different meshes.

Fig. 5. Force vs displacement for single edge notched tensile sample for different
meshes.

5.2. Single edge notched sample under pure shear

The problem considered throughout this section is the so-called
shear test for a square sample with a preexisting notch as shown
in Fig. 7. It is a well-known standard example in the literature on
modeling of brittle fracture, see e.g. [37,65–68]. Specifically, the failure
pattern in this test is not symmetric as a result of a non-trivial combi-
nation of local tension–compression and loading–unloading processes
within the specimen during shear [69].

Here, the specimen is subjected to monotonic displacement that
is imposed on the horizontal displacement of the top surface in a
displacement-controlled quasi-static loading, while the vertical dis-
placement of the same surface is constrained. On the other hand,
both horizontal and vertical displacements of the bottom surface are
fixed. The specimen domain is discretized by 31 165 unstructured linear
quadrilateral reduced mixed finite elements. Fig. 8a shows the relative
mass density contours and Fig. 8b shows the corresponding crack
8

Fig. 6. Single edge notched tensile sample under different levels of remote tension.
(a) Evolved relative mass density contours, and (b) evolved crack.

evolution, where elements satisfying deletion criterion are deleted. The
results show that the crack initiates from the preexisting notch and
propagates solely through the tensile part, where the crack is observed
to kink down through the tensile region.

It is well-known in linear elasticity that the assumption of fracture
driven by the total energy function (isotropic model) causes cracks to
propagate in the areas under compression as shown in Fig. 9a, where
two symmetric crack branches propagate, as was originally reported
in [36]. Hence, different splits in the strain energy function have been
proposed to restrict cracks to propagate only in the tensile regions.
For example, Miehe et al. [37,38] suggested splitting the strain energy
into tensile and compressive parts and applying degradation of only
the tensile energy to avoid cracking in compression [68], see Fig. 9b.
However, it is evident in Fig. 8 that the material-sink can model
cracks to propagate only under tension naturally without any energy
decomposition. This is due to the fact that the material-sink takes the
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Fig. 7. Geometry and boundary conditions of single edge notched specimen under pure
shear.

Fig. 8. Single edge notched sample under different levels of remote shear. (a) Relative
mass density contours, and (b) crack propagation.

physics of the problem into account, where at large deformations; the
tensile and compressive yield strengths are asymmetric.

5.3. Asymmetric double edge notched tensile sample

A square sample with asymmetric double notch, subjected to uniax-
ial tension is tested in this example as shown in Fig. 10. Plane Strain
9

Fig. 9. Crack phase-field for single edge notched sample under pure shear [68]. (a)
Isotropic model, and (b) Miehe et al. model [37,38].

Fig. 10. Geometry and boundary conditions of the asymmetric double edge notched
tensile sample.

condition is assumed, and all material parameters are as previously
stated. The simulation is conducted on a structured mesh (i.e. the
mesh has consistent pattern throughout the geometry) discretized with
53 988 linear quadrilateral reduced mixed finite elements as shown in
Fig. 11a. The resulting relative mass density contours and crack prop-
agation are shown in Fig. 11c and e respectively, where the bridging
between the propagating cracks is noticed. The predicted crack path is
in good agreement with results obtained by [62,63,70] to list but a few.

Additional simulation is also conducted using an unstructured dis-
torted mesh and discretized with 34 784 linear quadrilateral reduced
mixed finite elements as shown in Fig. 11b. The resulting relative mass
density contours and crack propagation are shown in Fig. 11d and
f respectively. The crack propagates from the top notch in a fairly
straight line path, and when it approaches the end of the sample, it
kinks down towards the bottom notch. The force versus displacement
responses for both meshes are shown in Fig. 12, where it is noticed
that the maximum force at which the sample fails is almost the same
for both meshes.

It is apparent in the case of unstructured mesh that the crack may
propagate from the bottom or the top notch because of numerical
inhomogeneities resulting from the unstructured mesh. It is worth
noting that imperfections in material (e.g. defects, voids, etc.) can act in
the same way as the unstructured mesh (mesh inhomogeneities) leading
the crack to propagate from the weakest notch, and once it propagates
from one notch, it is highly expected to propagate further in the same
path relieving the other notch.

The results in Fig. 11c and d may also indicate a weak mesh
dependence, see Faye et al. [55]. However, the latter hypothesis may
be refuted based on the fact that for all other models (e.g. single edge
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Fig. 11. Meshes discretization for the asymmetric double edge notched sample showing the (a) structured mesh and (b) unstructured mesh. Evolved relative mass density of (c)
structured mesh and (d) unstructured mesh. Crack propagation of (e) structured mesh and (f) unstructured mesh.
Fig. 12. Force vs displacement for the asymmetric double edge notched sample for
both the structured and unstructured meshes.

notched sample under tension, single edge notched sample under pure
shear), various meshes have been used and all of them lead to the same
crack patterns.

5.4. Three-dimensional dog-bone shaped sample

A three-dimensional dog-bone shaped specimen, subjected to uni-
axial tension is examined in this subsection. The simulations are con-
ducted on two dog-bone shaped samples, DB1 and DB2. The samples’
geometric properties and boundary conditions are depicted in Fig. 13.
DB1 is a dog-bone shaped specimen with rectangular grip sections, a
rectangular narrow section, and four fillets connecting the two grip
sections with the narrow section. On the other hand, DB2 is identical
to DB1, whereas its narrow section incorporates a small imperfection
10
introduced by two small arcs. The thickness of both samples is 0.2 mm.
The two samples are subjected to monotonic displacement that is
imposed on the vertical displacement of the top and bottom surfaces in
a displacement-controlled quasi-static loading, while the specimens’
domains are discretized by 17 242 and 18 691 unstructured bricks
respectively.

Fig. 14 shows the strain energy contours for both samples just prior
crack propagation, where locations of the maximum strain energies
are different in both cases. In the DB1 case, the maximum energy
is located at the top right intersection point between the fillet and
the narrow section, while in the DB2 case, the maximum energy is
located at the left mid-height distance of the sample. Fig. 15a, b, and
c show crack propagation for DB1 under different levels of remote
tension, while Fig. 15d, e, and f show crack propagation for DB2
under different levels of remote tension. With increasing load, the
crack initiates and propagates from the intersection point between the
fillet and the sample’s narrow section in DB1. On the other hand, in
DB2 the crack propagates at the middle height of the sample followed
by a complete fracture of the specimen into two halves. The results
demonstrate the high capabilities of the MS approach to model cracks
in three-dimensional solids, where the material-sink modeling in 2D
and 3D solids is done exactly in the same way.

Furthermore, crack initiation and propagation in DB1 from the
intersection point between the narrow section and the fillet indicates
that the MS is attentive to the physics of the problem that is being
modeled, where the crack propagates at the place of abrupt change
of the section, which acts as a local, micro stress concentrator. That
is to say, the results suggest that the place at which the crack is first
noticed may be widely affected by small imperfections presented in the
geometry.

Fig. 16 shows the force versus displacement responses for both
samples. One can notice that the load keeps increasing until reaching
a maximum point followed by load drop, where the maximum force
at which failure occurs is almost identical for both DB1 and DB2
samples. The latter observation is noteworthy since it implies that the
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Fig. 13. Geometry and boundary conditions of the three-dimensional dog bone shaped
samples. (a) DB1 and (b) DB2. DB1 has a rectangular stem with constant stem width;
DB2 has a small imperfection introduced by an arc in the stem. The thickness of both
samples is 0.2 mm.

Fig. 14. Strain energy contours of dog-bone shaped specimen just before crack
propagation for (a) DB1 and (b) DB2.

loads at which the samples fail are almost the same, however, the
cracks propagate from different locations in each case induced by small
imperfections taking place in the sample’s geometry.

5.5. Cylindrical shell

Finally, the MS method is examined using an initially curved struc-
ture. In particular, since the material under consideration is AAA
material, an artery-like sample is examined in this subsection. The
sample is a thin-walled cylinder made of AAA material resembling
a real artery under uniaxial tension with an initial through-thickness
notch. Owing to the problem symmetry, only the quarter of the full
shell is analyzed as shown in Fig. 17a.

Specifically, the outer and inner diameters of the sample are 5.0 mm
and 4.6 mm, respectively. The notch is half a circle with a diameter of
0.4 mm. Regarding the supporting conditions, the right edge is fully
clamped, while the left edge is subjected to a displacement controlled
quasi-static tensile loading in the axial direction, while the specimen is
subjected to symmetric boundary conditions.

Fig. 17b and c show the evolution of the relative mass density
contours at different loading stages until complete fracture of the
specimen. The crack initiates from the initial notch and propagates in a
curved path that is perpendicular to the direction of the tensile loading,
where the crack perfectly follows the Mode I crack direction along the
cylindrical shape.

The results show the ability of the MS to simulate crack initiation
and propagation in curved geometries, where it predicts cracks in an
11
Fig. 15. Crack propagation in the dog-bone shaped specimens under different levels
of remote tension. (a), (b) and (c) for DB1 sample; (d), (e), and (f) for DB2 sample.

Fig. 16. Force vs displacement for the dog-bone shaped specimens.

arbitrary topological complexity — without the need for any ad hoc
criteria.

6. Conclusions

A modified version of the MS approach is developed in the present
study implemented in Abaqus/Standard 2020 using the user elements
utility. The MS approach is a physics-based approach, which is inspired
by the fact that the crack process leads to local loss of material. The
latter implies that the mass balance shall be coupled with momenta
balance. Thus, the whole fracture process is embedded within the
partial differential equations (i.e. mass and momenta balance) leading
to propagate cracks in a spontaneous manner. On the other hand,
the mass balance equation presents the mass density as the damage
variable that decreases in the damaged areas indicating where the crack
will take place. The developed finite element is based on the reduced
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Fig. 17. (a) Geometry and loading conditions of tensile test of a cylindrical shell; (b) and (c) relative mass density contours at different levels of remote tension.
mixed finite-element formulation with displacements and relative mass
density degrees of freedom.

Numerical examples included a single edge notched sample under
uniaxial tension discretized with unstructured meshes which high-
lighted the fact that the element size shall be at least one-ninth of the
length scale parameter to ensure convergence of the dissipated energy
presenting a new insight into the common practice of choosing the
element size to be only one half the length scale parameter. A single
edge notched sample under pure shear has been used to test the theory
for the combination of tension–compression processes. It is notably
that the crack propagated only in the tension part without the need to
any energy decomposition, which emphasizes the fact of asymmetry of
failure in tension and compression in the case of large deformations.
Other examples including two-dimensional asymmetric double edge
notched square sample, three-dimensional dog-bone shaped sample and
cylindrical shell with initial notch have demonstrated the capability of
the MS approach in modeling complex crack patterns.
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Appendix A. Derivation of the geometrical stiffness matrix

To develop the geometrical tangent stiffness matrix the multiplica-
tion 𝐒∶𝛥𝛿𝐄 should be written in matrix form

𝐒∶Δ𝛿𝐄 = 1
2

(

𝐽
𝐽

)2∕3
(

𝐒∶𝛥𝛿𝐂
)

+ 1
3

(

𝛥𝐽
𝐽

− 𝛥𝐽
𝐽

)

(

𝐒∶ 𝛿𝐂
)

+ 1
3

(

𝛿𝐽
𝐽

− 𝛿𝐽
𝐽

)

(

𝐒∶𝛥𝐂
)

+ 1
3

(

𝛥𝛿𝐽
𝐽

− 𝛥𝛿𝐽
𝐽

− 5
3
𝛥𝐽𝛿𝐽

𝐽
2

+ 1
3
𝛿𝐽𝛥𝐽
𝐽 2

+2
3
𝛥𝐽
𝐽
𝛿𝐽
𝐽

+ 2
3
𝛥𝐽
𝐽
𝛿𝐽
𝐽

)

(

𝐒∶𝐂
)

.

(51)

The term 1
2

(

𝐒∶𝛥𝛿𝐂
)

in (51) can be rewritten using the linearization
of the variation of the right Cauchy–Green deformation tensor 𝛥𝛿𝐂 =
𝛿𝐅T𝛥𝐅 + 𝛥𝐅T𝛿𝐅 as follows
1
2

(

𝐒∶𝛥𝛿𝐂
)

= 𝛿𝐮̂T𝐤
𝐺
𝛥𝐮̂, (52)

where the matrix 𝐤
𝐺

is defined by

𝐤
𝐺
=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝐆
11

𝐆
12

… 𝐆
18

𝐆
21

𝐆
22

… 𝐆
28

⋮ ⋮ ⋱ ⋮
𝐆

81
𝐆

82
⋯ 𝐆

88

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (53)

and the sub-matrices 𝐆
𝐼𝐽

are given by

𝐆
𝐼𝐽

=

( 3
∑

𝑖=1

3
∑

𝑗=1

𝜕𝑁𝐼
𝜕𝑋𝑖

𝑆𝑖𝑗
𝜕𝑁𝐽
𝜕𝑋𝑗

)

𝐈. (54)

In (54) 𝐈 is the 3 × 3 identity matrix. Also, the third term of the
linearization of the variation of the volume change given in ((30)a) can
be rewritten in a similar manner as the multiplication in (52)
1
2
𝐂−1 ∶𝛥𝛿𝐂 = 𝛿𝐮̂T𝐠

𝐶
𝛥𝐮̂, (55)

where the matrix 𝐠
𝐶

is defined by

𝐠
𝐶
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

𝐆𝐶
11

𝐆𝐶
12

… 𝐆𝐶
18

𝐆𝐶
21

𝐆𝐶
22

… 𝐆𝐶
28

⋮ ⋮ ⋱ ⋮
𝐆𝐶 𝐆𝐶 ⋯ 𝐆𝐶

⎤

⎥

⎥

⎥

⎥

⎥

⎥

, (56)
⎣ 81 82 88 ⎦
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and the sub-matrices 𝐆𝐶
𝐼𝐽

are given by

𝐆𝐶
𝐼𝐽

=

( 3
∑

𝑖=1

3
∑

𝑗=1

𝜕𝑁𝐼
𝜕𝑋𝑖

𝐶−1
𝑖𝑗
𝜕𝑁𝐽
𝜕𝑋𝑗

)

𝐈. (57)

Using the relationship 𝛥𝐂−1 = −𝐂−1𝛥𝐂𝐂−1, the second term in
((30)a) can be rewritten as follows
1
2
𝐽𝛿𝐂∶𝛥𝐂−1 = 1

2
𝐽𝛿𝐂∶

(

𝐂−1 ⊙ 𝐂−1) ∶𝛥𝐂

= 𝛿𝐮̂T
[

𝐽𝐁T
𝑢
𝐃
𝐶
𝐁
𝑢

]

𝛥𝐮̂,
(58)

here the tensor product ⊙ and the matrix 𝐃
𝐶

are defined as follows
ccordingly

(𝐀⊙ 𝐁)𝑖𝑗𝑘𝑙 =
1
2
(

𝐴𝑖𝑘𝐵𝑗𝑙 + 𝐴𝑖𝑙𝐵𝑗𝑘
)

, (59)

𝐃
𝐶
= Voigt

(

2𝐂−1 ⊙ 𝐂−1) . (60)

Thus, the linearization of the variation of the volume change given
n ((30)a) can be expressed as follows

𝛿𝐽 = 𝛿𝐮̂T𝐚
2
𝛥𝐮̂, 𝐚

2
=

𝐚T1𝐚1
𝐽

− 𝐽𝐁T
𝑢
𝐃
𝐶
𝐁
𝑢
+ 𝐽𝐠

𝐶
, (61)

nd volume of average of 𝛥𝛿𝐽 is given by

𝛿𝐽 = 𝛿𝐮̂T𝐚
2
𝛥𝐮̂, 𝐚

2
= 1
𝛺e

0
∫𝛺e

0

𝐚
2
𝑑𝛺e

0. (62)

Finally, using the results in (34), (37), (52), (55), (61) and (62), the
ultiplication 𝐒∶Δ𝛿𝐄 in (51) is simplified as follows

𝐒∶Δ𝛿𝐄 = 𝛿𝐮̂T𝐤
𝐺
𝛥𝐮̂, (63)

where the geometrical stiffness matrix 𝐤
𝐺

is given by

𝐤
𝐺
=
(

𝐽
𝐽

)2∕3

𝐤
𝐺
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3
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𝐽

)
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3
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𝐽 2
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𝐚1𝐚

T
1

𝐽𝐽
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3
𝐚1𝐚

T
1

𝐽𝐽

)

.

(64)

ppendix B. 2D elements

For a plane-strain element 2D element the following components
f the deformation gradient 𝐹13 = 𝐹31 = 𝐹23 = 𝐹32 = 0 vanish while
33 = 1. Likewise, the matrix 𝐁

𝑢
is of size 4 × 8 that consists of four sub-

atrices 𝐁
𝐼
. Each sub-matrix 𝐁

𝐼
is of size 4 × 2 and has the following

orm

𝐼
=

⎡

⎢

⎢

⎢

⎢

⎣

𝐹11𝑁𝐼,1 𝐹21𝑁𝐼,1
𝐹12𝑁𝐼,2 𝐹22𝑁𝐼,2

0 0
𝐹11𝑁𝐼,2 + 𝐹12𝑁𝐼,1 𝐹21𝑁𝐼,2 + 𝐹22𝑁𝐼,1

⎤

⎥

⎥

⎥

⎥

⎦

. (65)

The column vector consisting of the components of the inverse of
the right Cauchy–Green deformation tensor is defined as

𝐂−1 =
{

𝐶−1
11 , 𝐶

−1
22 , 𝐶

−1
33 , 𝐶

−1
12

}T , (66)

and, the second Piola–Kirchhoff stress vector is given by

𝐒 =
{

𝑆 , 𝑆 , 𝑆 , 𝑆
}T

. (67)
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